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Abstract

In this thesis we consider convolution type linear difference equations with coefficients satisfying some monotonicity properties. Methods from renewal theory are employed to obtain easily verified conditions for asymptotic stability of the zero solution, in terms of the coefficient sequence. Explicit bounds and rates of convergence are considered. We use these results to provide some new bounds for inverses of positive triangular matrices with monotonic column entries. We also refine a result of Vecchio and Mallik. This new result is shown to be in a sense best possible under the given constraints.
Chapter 1: Introduction

Difference equations are most commonly used to describe the recursive progression of a process or numerical sequence. For our purposes (and in general) the expression of a difference equation will take the form

\[ x_n = f(x_{n-1}, x_{n-2}, ..., x_0), \quad n \geq 0 \]  

(1.1)

where \( f \) is a real-valued function. Expanding the recursive form defines a sequence on the positive integers.

The consideration of difference equations in terms of their resulting sequences on the positive integers allows for the idea of convolution, extended from the definition of convolution for smooth functions. In the study of differential equations [2] we find convolution defined via

\[ (f \ast g)(t) = f(t) \ast g(t) = \int_0^t f(\tau)g(t - \tau)d\tau = \int_0^t g(\upsilon)f(t - \upsilon)d\upsilon, \]  

(1.2)

where \( f \) and \( g \) are real-valued piecewise continuous functions and \( t \geq 0 \). This definition may be extended to the discrete case if we replace \( f \) and \( g \) with the sequences \( x = \{x_n\} \) and \( y = \{y_n\} \), \( n \) taking the place of the independent variable \( t \). We then set

\[ (x \ast y)_n = \{x_i\}_{i=0}^n \ast \{y_i\}_{i=0}^n = \sum_{j=0}^{n} x_{n-j}y_j = \sum_{j=0}^{n} x_n y_{n-j}, \quad n \geq 0. \]  

(1.3)
This transition from smooth to discrete finds a concrete example in discussions of the Volterra integrodifferential equation,

\[ x'(t) = Ax(t) + \int_0^t b(t-s)x(s)ds, \]  

(1.4)

and its associated discrete form, the Volterra difference equation,

\[ x_n = Ax_{n-1} + \sum_{l=0}^{n-1} b_{n-l}x_l. \]  

(1.5)

(See Elaydi [4].) The Volterra difference equation is an example of a difference equation of convolution type, where \( x_n \) is defined as the convolution of the sequence \( \{b_i\}_{i=0}^n \) with \( \{x_i\}_{i=0}^n \). This form is used in the research which motivates this thesis, and appears frequently in the literature. However, for ease of computation (and without loss of generality) we will principally use the comparable form

\[ x_n = \sum_{l=1}^{n} b_lx_{n-l}. \]  

(1.6)

When considering solutions to convolution-type difference equations, we seek to define properties of \( \{b_n\} \) that will lead to convergent, divergent or periodic behavior in \( \{x_n\} \). Elaydi [3] developed several conditions assuring asymptotic convergence to the zero solution of Equation (1.5) based on summation of the terms of \( \{b_n\} \). His paper makes particular conjectures on the sufficient and necessary nature of these conditions. In a recent paper of Elaydi and Vecchio [5] it was shown by counterexample that some of Elaydi’s earlier conditions are not necessary to guarantee convergence. This motivated our investigation of what stronger statements could be made about properties of \( \{b_n\} \) leading to convergence in \( \{x_n\} \). We present results from our initial
investigation in Chapter 2 of this thesis. We consider monotone \( \{b_n\} \), and apply results from renewal theory to prove conditions for the convergence of \( \{x_n\} \) irrespective of the sum of \( \{b_n\} \). We are also able to make explicit statements about the rate of convergence for many cases.

It is natural to extend these results to matrix analysis when one considers the general form of the inverse of a triangular \( n \times n \) matrix. For the matrix

\[
A_n = \begin{bmatrix}
    a_{1,1} \\
    a_{2,1} & a_{2,2} \\
    a_{3,1} & a_{3,2} & a_{3,3} \\
    \ddots & \ddots & \ddots \\
    a_{n,1} & \ldots & a_{n,n-1} & a_{n,n}
\end{bmatrix}, \tag{1.7}
\]

the entries of \( B_n = [b_{i,j}] = A_n^{-1} \) satisfy \( b_{j,j} = 1/a_{j,j} \) and

\[
b_{i,j} = \sum_{l=j}^{i-1} \frac{a_{i,l}}{a_{i,i}} b_{l,j} \tag{1.8}
\]

for \( 1 \leq j < i \leq n \). If we additionally define the sequence \( \{U_{i,j}\} \) via \( U_{i,j} = 0 \) if \( j > i \), \( U_{j,j} = 1/a_{j,j} \) and

\[
U_{i,j} = \frac{1}{a_{i,i}} - \sum_{l=j}^{i-1} \frac{a_{i,l}}{a_{i,i}} U_{l,j}, \tag{1.9}
\]

for \( i > j \), we have a sequence distinctly similar to that discussed in our examination of Volterra difference equations, and which proves susceptible to the same analysis. It is not difficult to show (see Lemma 2.2 in Chapter 3) that \( b_{i,j} = U_{i,j} - U_{i,j+1} \). We touch on this matrix analysis connection in the end of Chapter 2, and discuss it at length in the following chapters.
In Chapter 3 we further a result of Berenhaut, Morton and Fletcher [1] regarding triangular Toeplitz matrices. This enables us to determine a bound on $\|B_n\|_1 = \|A_n^{-1}\|_1$. For the specific case where $A$ has a constant diagonal, this result refines a previous theorem of Vecchio and Mallik [6]. In Chapter 4 we improve the theorem of Vecchio and Mallik by showing that certain summed terms in their upper bound on $\|B_n\|_1$ are unnecessary. Our bound may be considered in some sense optimal given the conditions on $A$. In fact, we show that if given

(i) $a_{i,j} \geq a > 0, \quad j = 1, \ldots, n, \quad i = j, \ldots, n,$

(ii) $a_{j,j} \geq a_{j+1,j} \geq \cdots \geq a_{n,j}, \quad j = 1, \ldots, n,$

and

$$\mathcal{A}_n(a) = \{ A = [a_{i,j}]_{n \times n} \mid A \text{ satisfies (1.7), (i) and (ii)} \} , \quad (1.10)$$

we have

$$\sup_{A \in \bigcup_{n \geq 1} \mathcal{A}_n(a)} \|A^{-1}\|_1 = 2/a. \quad (1.11)$$
Chapter 2: Equations of convolution type with monotone coefficients
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1. Introduction

In this paper, we consider solutions to recursive equations of the form

\[ x_n = \sum_{l=1}^{n} b_l x_{n-l}, \]

for \( n \geq 1 \), where \( x_0 \neq 0 \) is given and \( b_i \in \mathbb{R} \) for \( i \geq 1 \).

Systems of the form represented in (1) are known as hereditary in the sense that the present state can depend directly on all past states. If the sequence \( \{b_i\} \) forms a legitimate discrete probability distribution on \( \{1, 2, \ldots\} \), i.e. \( b_i \in [0,1] \) for \( i \geq 1 \) and \( \sum b_i = 1 \), then (1) is also known as a renewal equation and the resulting solution \( \{x_i\} \) as a renewal sequence (see for instance Feller [12]). Equations of the form in (1) also arise in matrix analysis (see Section 2, below) and in the theory of formal power series (see for instance [2] and the references therein).

As the discrete analogue of the Volterra integrodifferential equation

\[ x'(t) = Ax(t) + \int_{0}^{t} b(t-s)x(s)ds, \]

Equation (1) also appears in the literature in the form

\[ x_n = Ax_{n-1} + \sum_{l=0}^{n-1} b_{n-l} x_l, \]
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where $A \in \mathbb{R}$, (see [8–10] and the references therein). In [9] Elaydi provides the following two results regarding stability of solutions to (3).

**Theorem 1.1.** (Elaydi [9]). Suppose that the sequence $b_i$ does not change sign for $i \geq 1$, and

$$|A| + \sum_{i=1}^{\infty} b_i < 1. \quad (4)$$

Then the zero solution of (3) is asymptotically stable.

**Theorem 1.2.** (Elaydi [9]). Suppose that the sequence $\{b_i\}$ does not change sign for $i \geq 1$. Then the zero solution of (3) is not asymptotically stable if any one of the following conditions holds:

(i) $A + \sum_{i=1}^{\infty} b_i \geq 1$.

(ii) $A + \sum_{i=1}^{\infty} b_i \leq -1$ and $b_i > 0$ for some $i \geq 1$.

(iii) $A + \sum_{i=1}^{\infty} b_i < -1$ and $b_i < 0$ for some $i \geq 1$ and $\sum_{i=1}^{\infty} b_i$ is sufficiently small.

Theorems 1.1 and 1.2 are proved quite eloquently in [9] by employing Z-transforms and Rouche’s Theorem.

Unfortunately, results such as Theorems 1.1 and 1.2 which give criteria for stability or non-stability based on the sum of the coefficient sequence cannot be expected to fully capture the convergence behavior of solutions. Not only are there many instances of non-summable coefficient sequences which result in asymptotic stability (see Examples 1.11 and 4.3, below), but small shifts in value between coefficients can have a great effect on convergence properties as is seen by the following example.

**Example 1.3** Consider the sequence $\{b_i\}_{i=1}^{\infty} = \{0, -0.5, 0, -0.5, 0, 0, \ldots \}$. In this case, we have that the associated Z-transform has all zeroes inside the unit circle and the zero solution to (1) is asymptotically stable (see for instance [10]). Alternatively, if $\{b_i\}_{i=1}^{\infty} = \{-0.5, 0, -0.5, 0, 0, \ldots \}$, we have that for $x_0 = 1$,

$$x_k = C_1 \gamma_1^k + C_2 \gamma_2^k + \frac{(-1)^k}{2}, \quad (5)$$

for $k \geq 0$, where $|\gamma_1| = |\gamma_2| = 1/\sqrt{2}$ and $C_1, C_2$ are constants. Thus, here, $\{x_i\}$ is asymptotically two-periodic with limiting cycle $-0.5$ and $0.5$. Perhaps more importantly, in other cases, a small shift in coefficients (while maintaining constant sum) can have a dramatic effect on the rate of convergence to the zero solution when stability is maintained.

In [8] it was shown, by considering monotone and convex sequences $\{b_i\}_{i \geq 1}$, that the condition in (4) is, indeed, not necessary for asymptotic stability.

For other existing results on stability for solutions to (1) and (3) see for instance [1, 2, 5, 6, 8, 9, 12–14, 16] and the references therein.

**Theorem 1.4.** ([11, 12]) Suppose that $b_i \in [0, 1]$ for all $i$, $\sum_{i=1}^{\infty} b_i = 1$, $x_0 = 1$,
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\[ \mu = \sum_{i=1}^{\infty} ib_i \] and

\[ \gcd\{i \geq 1 : b_i > 0\} = 1, \] (6)

then

\[ \lim_{i \to \infty} x_i = x_\infty, \] (7)

where \( x_\infty = 1/\mu. \)

The next result regarding exponential convergence in (7), will be quite important in what follows.

**Theorem 1.5.** Suppose that \( b_i \in [0, 1] \) for all \( i, \sum_{i=1}^{\infty} b_i = 1, x_0 = 1 \) and \( b_1 \neq 1, \)
then

\[ |x_{i-1} - x_i| \leq r_i^{-i}, \] (8)

for \( i \geq 1, \) where

\[ r_i = \min_{1 \leq j \leq i: q_j > 0} \left\{ \frac{q_j-1}{q_j} \right\}, \] (9)

with \( q_0 = 1 \) and

\[ q_i = \sum_{j>i} b_j, \] (10)

for \( i \geq 1. \)

**Proof.** The proof follows the method employed in proving Theorem 2.1 in [5]. For some background on renewal theory see, for instance, [12] or [5].

First, note that some slight manipulation in (1) leads to the equation

\[ q_n = \sum_{k=1}^{n} (x_{k-1} - x_k)q_{n-k}, \] (11)

for \( n \geq 1, \) or equivalently

\[ g_n = q_n - \sum_{k=1}^{n-1} g_k q_{n-k}, \] (12)

where \( g_n = x_{n-1} - x_n \) for \( n \geq 1. \)

Now, suppose \( n \geq 1 \) is fixed. Since \( q_i \neq 0 \) and \( \{q_i\} \) is decreasing and positive, \( r_n \geq 1. \) If \( r_n = 1, \) then (8) follows directly from the fact that \( \{x_i\} \) is the sequence of renewal probabilities associated with the distribution \( \{b_i\} \) and hence takes on only values in \([0, 1]\). Thus, suppose \( r_n > 1, \) fix \( 1 < \rho < r_n \) and define \( \{f_i\} \) via

\[ f_i = q_{i-1}^\rho - q_i^\rho, \] (13)

for \( i \geq 1, \) where

\[ q_i^\rho = q_i \rho^i, \] (14)
for $0 \leq i \leq n$, and $q_i^* = 0$ for $i > n$. Note that $q_i^* = \sum_{j>i} f_j$ for $i \geq 1$. It is not difficult to show that by the definition of $r_n$, $\{q_i^*\}$ is a monotone null sequence and hence $\{f_i\}$ is a legitimate “lifetime” distribution on $\{1,2,\ldots\}$. Thus, in addition to (1) we also have that $\{x_i^*\}$ defined via $x_0^* = 1$ and

$$x_i^* = \sum_{j=1}^{i-1} f_j x_{i-j}^*$$  \hspace{1cm} (15)

is a renewal sequence. We thus have, via (12), that

$$g_i^* = q_i^* - \sum_{k=1}^{i-1} g_k^* q_{i-k}^*,$$  \hspace{1cm} (16)

for $n \geq 1$, where

$$g_i^* = x_{i-1}^* - x_i^*,$$  \hspace{1cm} (17)

for $i \geq 1$. Multiplying by $\rho^n$ in (12) and comparing with (16) gives, inductively, that $g_i^* = g_i \rho^i$ for $i \geq 1$. Since as a sequence of renewal probabilities $\{x_i^*\}$ satisfies $0 \leq x_i^* \leq 1$ for all $i \geq 0$, we have

$$|g_n| \leq \rho^{-n}.$$  \hspace{1cm} (18)

Letting $\rho$ tend to $r_n$ gives the inequality in (8). \hfill $\Box$

Note that the quantity $q_{i-1}/q_i$ is directly related to the hazard rates of the distribution $\{b_i\}$ (see for instance [5, 15]).

In [5], it was proven that in fact

$$|x_i - x_\infty| \leq r_{\min}^{-(i+1)},$$  \hspace{1cm} (19)

for $i \geq 0$, where

$$r_{\min} = \lim_{n \to \infty} r_n.$$  \hspace{1cm} (20)

By employing coupling-splitting arguments and minorization conditions, results similar to (19), with a slightly larger bound (see for instance Roberts and Polson [17] and Rosenthal [18]), have been obtained. For some additional results on exponential convergence see [1, 6, 13, 14, 16].

Here we will prove several results regarding stability of solutions to (1) under monotonicity constraints on the sequence $\{b_i\}$. Among our results are the following.

**Theorem 1.6.** Suppose that $\{b_i\}$ and $\{x_i\}$ satisfy (1) and $b_0 = -1$. If for some $n \geq 1$, $\{b_i\}_{0 \leq i \leq n}$ is a (not necessarily strictly) increasing sequence satisfying $b_i \in [-1,0]$, for $0 \leq i \leq n$, then

$$|x_n| \leq |x_0|r_{\min}^{-n},$$  \hspace{1cm} (21)
where

\[ r_n = \min_{1 \leq i \leq n : b_i < 0} \left\{ \frac{b_{i-1}}{b_i} \right\}. \quad (22) \]

**Theorem 1.7.** Suppose that \( \{b_i\} \) and \( \{x_i\} \) satisfy (1) and \( b_0 = -1 \). If \( \{b_i\} \) is a (not necessarily strictly) increasing sequence satisfying \( \lim_{i \to \infty} b_i = 0 \) and

\[ \gcd\{i \geq 1 : b_{i-1} < b_i\} = 1, \quad (23) \]

then \( \lim_{i \to \infty} x_i = 0 \).

Theorem 1.7 leads immediately to the following corollary.

**Corollary 1.8.** Suppose that \( \{b_i\} \) and \( \{x_i\} \) satisfy (1), \( b_0 = -1 \) and \( \lim_{i \to \infty} b_i = 0 \). The following hold.

(i) If \( \{b_i\} \) is a (not necessarily strictly) increasing sequence satisfying \( b_1 > -1 \), then \( \lim_{i \to \infty} x_i = 0 \).

(ii) If \( \{b_i\} \) is a strictly increasing sequence, then \( \lim_{i \to \infty} x_i = 0 \).

**Proof.** Note that if \( b_1 > -1 \) then \( b_0 = -1 < b_1 \) and the greatest common divisor in (23) is one. Hence (i) holds. To see (ii), note that in this case \( b_1 < b_2 \) and \( b_2 < b_3 \) and once again (23) holds. \( \square \)

**Remark 1.** With complete knowledge of the sequence \( \{b_i\} \) we can in principle compute the Z-transform or generating function associated with (1) and identify the largest geometric convergence rate possible for \( \{x_i\} \) (see for instance Heathcote [13] and Berenhaut and Lund [5, 6]). Firstly, root finding will not in general lead to an explicit bound as in (21). Second and perhaps more importantly, as mentioned in [9, 10], locating such zeroes can be very difficult in most problems.

We now present some simple, yet instructive examples.

**Example 1.9** Suppose that

\[ \{b_0, b_1, b_2, \ldots, \} = \{-1, -9/10, -7/10, -1/16, -1/32, -1/64, \ldots\}. \quad (24) \]

Applying Corollary 1.8 (i) or (ii), we have that \( \lim_{i \to \infty} x_i = 0 \).

Note that here \( b_0/b_1 = 10/9 \), \( b_1/b_2 = 9/7 \), \( b_2/b_3 = 56/5 \) and \( b_{i-1}/b_i = 2 \), for \( i \geq 4 \), and hence \( r_n = 10/9 \) for \( n \geq 1 \). Hence

\[ |x_n| \leq |x_0| \left( \frac{9}{10} \right)^n. \quad (25) \]

Computations suggest that the correct rate of convergence for \( \{x_i\} \) is in the neighborhood of \( 8/10 \). In fact the largest zero, \( z_0 \), of the Z-transform associated with (1) satisfies \( |z_0| \approx 0.7972233 \).

**Example 1.10** Suppose that

\[ \{b_0, b_1, b_2, \ldots, \} = \{-1, -9, -8, -7, 0, 0, 0, \ldots\}. \quad (26) \]

Applying Corollary 1.8 (i) or (ii), we have that \( \lim_{i \to \infty} x_i = 0 \).

Note that here \( b_0/b_1 = 10/9 \), \( b_1/b_2 = 9/8 \), and \( b_2/b_3 = 8/7 \), and hence as in
Example 1.9, $r_n = 10/9$ for $n \geq 1$. Thus, again

$$|x_n| \leq |x_0| \left(\frac{9}{10}\right)^n. \quad (27)$$

Computations here suggest that the correct rate of convergence for $\{x_i\}$ is larger than 0.88. In fact the largest zero, $z_0$, of the Z-transform associated with (1) satisfies $|z_0| \approx 0.8881555$.

**Example 1.11** Suppose that $\{b_i\}$ is the negative harmonic sequence defined via

$$\{b_0, b_1, b_2, \ldots, \} = \{-1, -1/2, -1/3, -1/4, -1/5, \ldots \}. \quad (28)$$

Applying Corollary 1.8 (i) or (ii), we have that $\lim_{i \to \infty} x_i = 0$.

Note that here $b_{i-1}/b_i = (i + 1)/i$, for $i \geq 1$, and hence $r_n = 1 + 1/n$ and

$$|x_n| \leq |x_0| \left(\frac{n}{n+1}\right)^n. \quad (29)$$

Unfortunately, the bound in (29) tends to $|x_0|/e > 0$ as $n$ tends to infinity, and hence is not useful in the limit.

We will also prove the following.

**Theorem 1.12.** Suppose that $\{b_i\}$ and $\{x_i\}$ satisfy (1). If the constant $\epsilon > 0$ is given, then the following hold.

(i) If $\{b_i\}$ is a (not necessarily strictly) increasing sequence which satisfies $b_i \in [-1, -\epsilon]$ for all $i \geq 1$, then $\lim_{i \to \infty} x_i = 0$.

(ii) If $\{b_i\}$ is a (not necessarily strictly) decreasing sequence which satisfies $b_i \in [-2 + \epsilon, -1]$ for all $i \geq 1$, then $\lim_{i \to \infty} x_i = 0$.

The remainder of the paper proceeds as follows. In Section 2, we give an application to matrix analysis, while Section 3 contains proofs of Theorems 1.6, 1.7 and 1.12. Some additional results are given in Section 4.

2. **An application to matrix analysis**

In this section we give an application to matrix analysis. In particular, consider $(n + 1) \times (n + 1)$ truncations of infinite lower triangular (real) Toeplitz matrices, i.e.

$$C_n = \begin{bmatrix} a_0 \\ a_1 & a_0 \\ a_2 & a_1 & a_0 \\ \vdots & \vdots & \vdots \\ a_n & \cdots & a_1 & a_0 \end{bmatrix}. \quad (30)$$

The following result was proven in [4].

**Theorem 2.1.** ([4]) Suppose that the sequence $\{a_i\}_{i \geq 0}$ satisfies

$$a_0 \geq a_1 \geq a_2 \geq \cdots a_n \geq a > 0, \quad (31)$$
for some constant $a$ and all $n$. Then

$$\|C_n^{-1}\|_1 \leq \frac{2}{a} \left( 1 - \xi(a, a_0)^{\frac{n}{2}} \right)$$

(32)

where $\xi$ is the inverse ratio defined via

$$\xi(x, y) = 1 - \frac{x}{y},$$

(33)

and, in particular,

$$\|C_n^{-1}\|_1 \leq \frac{2}{a},$$

(34)

independent of $a_0$ and $n$.

For related results see [3, 19, 20] and the references therein.

The proof of Theorem 2.1 in [4] involves employing the relationship

$$x_0 = \frac{1}{a_0}$$

and

$$x_n = \sum_{j=1}^{n} \left( \frac{a_j}{a_0} \right) x_{n-j},$$

(35)

for $n \geq 1$, where

$$C_n^{-1} = \begin{bmatrix}
x_0 & x_0 & x_0 \\
x_1 & x_1 & x_0 \\
x_2 & x_1 & x_0 \\
\vdots & \vdots & \vdots \\
x_n & \cdots & x_1 & x_0
\end{bmatrix}.$$  

(36)

The inequality in (34) implies Theorem 1.12 (i) directly, although we will provide an alternate proof, below. More importantly, employing Corollary 1.8 (ii), we have the following.

**Theorem 2.2.** Suppose that the sequence $\{a_i\}_{i \geq 0}$ satisfies

$$a_0 \geq a_1 > a_2 > \cdots a_n \geq 0,$$

(37)

then the entries in the inverse matrix $C_n^{-1}$ as in (36) satisfy

$$|x_n| \leq \frac{1}{a_0} r_n^{-n},$$

(38)

where

$$r_n = \min_{1 \leq i \leq n; a_i > 0} \left\{ \frac{a_i-1}{a_i} \right\}.$$  

(39)

In particular, if $1 < r = \lim_{n \to \infty} r_n$, then

$$\|C_n^{-1}\|_1 \leq \frac{1}{a_0} \frac{r}{r - 1},$$

(40)
for \( n \geq 1 \).

We now turn to proofs of Theorems 1.6, 1.7 and 1.12.

### 3. Main Results

For given sequences \( \{b_i^*\}_{i \geq 1} \) and \( \{x_i^*\}_{i \geq 0} \) satisfying \( x_0^* = 1 \) and

\[
x_i^* = \sum_{j=1}^{i-1} b_j^* x_{i-j}^*,
\]

(41)

set \( q_0^* = 1 \) and

\[
q_i^* = 1 - \sum_{j=1}^{i} b_j^*,
\]

(42)

for \( i \geq 1 \).

It is quite easy to show, as in the proof of Theorem 1.5, that for \( m \geq 1 \),

\[
g_m^* = q_m^* - \sum_{j=1}^{m-1} q_j^* g_{m-j}^*,
\]

(43)

where \( g_0^* = -1 \) and

\[
g_i^* = x_{i-1}^* - x_i^*,
\]

(44)

for \( 1 \leq i \leq m \).

We are now in a position to prove Theorems 1.6, 1.7 and 1.12.

**Proof of Theorem 1.6.** Set \( b_{n+1}^* = -b_n \), \( b_i^* = 0 \) for \( i > n + 1 \), and

\[
b_i^* = b_i - b_{i-1},
\]

(45)

for \( 1 \leq i \leq n \). We have that \( \{b_i^*\} \) satisfies the assumptions of Theorem 1.5, and hence employing (44),

\[
|g_n^*| \leq (r_n^*)^{-n},
\]

(46)

where

\[
r_n^* = \min_{1 \leq i \leq n; q_i^* > 0} \left\{ \frac{q_{i-1}^*}{q_i^*} \right\}.
\]

(47)

Since \( b_0 = -1 \), (45) and (42) give, inductively, that \( b_i = -q_i^* \) for \( 0 \leq i \leq n \). Comparing (43) with (1) then gives

\[
|x_i| = |g_i^*||x_0|
\]

(48)
for $0 \leq i \leq n$. The inequality in (21) then follows from (46).

Proof of Theorem 1.7. Here, set

$$b_i^* = b_i - b_{i-1},$$

for $1 \geq 1$. We have that $\{b_i^*\}$ satisfies the hypotheses of Theorem 1.4 and hence by (41), $\{x_i^*\}$ is a convergent sequence. By (44) $\{q_i^*\}$ is then a null sequence. As in the proof of Theorem 1.6, $b_i = -q_i^*$ for $i \geq 0$. Hence, (48) holds for $i \geq 0$, and the theorem is proven. □

Proof of Theorem 1.12. Defining $\{b_i^*\}$ as in (49), under the assumptions in (i) and (ii), we have that $b_i^*$ does not change sign for $i \geq 1$ and $|\sum b_i^*| < 1$. By Theorem 1.1, $\{x_i^*\}$ converges, and hence, employing (44), $\{g_i^*\}$ is a null sequence. The results in (i) and (ii) follow upon noting, as in the proof of Theorem 1.7, that $b_i = -q_i^*$ for $i \geq 0$, and employing (48). □

4. Concluding remarks

In this note, we have given some results, both qualitative and quantitative, regarding convergence of solutions to linear difference equations of convolution type, when the coefficient sequence satisfies some monotonicity properties. It is of course possible to continue along the path of employing a theorem regarding convergence to obtain another on convergence when the original sequence $\{b_i\}$ is replaced with $\{-q_i\}$ where $q_i$ is defined as in (10). The result can be formulated as follows.

**Theorem 4.1.** Suppose that $\{b_i^*\}$ and $\{x_i^*\}$ are related by (41) and define $\{q_i^*\}$ via $q_0^* = 1$ and $q_i^* = 1 - \sum_{1 \leq j \leq i} b_j^*$, for $i \geq 1$. If $\{x_i^*\}$ is convergent then the resulting sequence $\{x_i\}$ defined via

$$x_n = \sum_{j=1}^{n} (-q_j^*)x_{n-j},$$

for $n \geq 1$, with given $x_0 \in \mathbb{R}$, converges to zero. Moreover if

$$|x_i^*| \leq C s^i,$$

for some $C, s > 0$ and all $0 \leq i \leq n$, then

$$|x_i| \leq C|x_0| \left(1 + \frac{1}{s}\right)s^{i-1},$$

for $1 \leq i \leq n$.

Proof. The result follows as in the proofs of Theorems 1.6, 1.7 and 1.12. Note that by (43) and (50),

$$|x_i| = |g_i^*|x_0| = |x_i^* - x_{i-1}^*| |x_0|$$

and hence if $\{x_i^*\}$ is convergent then $\{x_i\}$ is a null sequence. In addition, if (51) holds, then (53) implies (52) and the result is proven. □

As an example, employing Corollary 1.8 (i) and Theorem 4.1, we have the following theorem.
Theorem 4.2. Suppose that \( \{b_i\}_{i \geq -1} \) and \( \{x_i\}_{i \geq 0} \) satisfy (1) with 

1. \( b_{-1} = 0, b_0 = -1 \) and \(-2 < b_1 < -1\),
2. \( \Delta b_i = b_{i+1} - b_i \leq 0 \), for \(-1 \leq i \leq n - 1\),
3. \( \Delta^2 b_i = (b_{i+2} - b_{i+1}) - (b_{i+1} - b_i) \geq 0 \), for \(-1 \leq i \leq n - 2\).

Then,

\[
|x_n| \leq |x_0| \left( 1 + \frac{1}{r_n} \right) r_n^{-(n-1)},
\]

for \( n \geq 1 \), where with \( b_{-1} = 0 \)

\[
r_n = \min_{0 \leq i \leq n-1} \left\{ \min_{b_{i+1} < b_i} \left\{ \frac{b_i - b_{i-1}}{b_{i+1} - b_i} \right\} \right\}.
\]

In addition, if \( \lim_{i \to \infty} b_{i+1} - b_i = 0 \) then \( \lim_{i \to \infty} x_i = 0 \).

Proof. Here we employ Theorem 4.1 for the set of coefficients \( \{b_i^*\}_{i=1}^\infty = \{b_1 - b_0, b_2 - b_1, \ldots\} \). By the given assumptions this sequence satisfies the hypotheses of Corollary 1.8, and hence the result follows. \( \square \)

Example 4.3 Suppose that

\[
\{b_{-1}, b_0, b_1, b_2, \ldots\} = \{0, -1, -1.9, -2.7, -3.3, -3.3, -3.3, \ldots\}. \tag{56}
\]

Here \( b_0 - b_{-1} = -1, b_1 - b_0 = -0.9, b_2 - b_1 = -0.8, b_3 - b_2 = -0.6 \) and \( b_{i+1} - b_i = 0 \) for \( i \geq 3 \). We have that the assumptions of Theorem 4.2 are satisfied and the zero solution is asymptotically stable. In addition \( r_n = 10/9 \) for all \( n \geq 2 \) and hence, 

\[
|x_n^*| \leq (9/10)^i \text{ for } i \geq 0.
\]

Thus,

\[
|x_n| \leq |x_0| \frac{19}{10} \left( \frac{9}{10} \right)^{n-1}
\]

for \( n \geq 0 \).
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Abstract. This paper provides some new bounds for 1–norms of positive triangular matrices with monotonic column entries. The main theorem refines a recent inequality of Vecchio and Mallik in the case of constant diagonal. The results are shown to be in a sense best possible under the given constraints. En route some partial order inequalities are obtained.

1. Introduction

This paper provides some new bounds for 1–norms of positive triangular matrices with monotonic column entries. The main theorem refines a recent inequality of Vecchio and Mallik [11] in the case of constant diagonal. We refer the reader to Vecchio [10] and Vecchio and Mallik [11] (and the reference therein) for discussion of applications particularly those to stability analysis of linear methods for solving Volterra integral equations. Other references on the topic include [3]–[7] and [9].

The matrices of interest here are \( n \times n \) truncations of infinite lower triangular (real) matrices, i.e.
The following result was proven in [11].

**Theorem 1.1.** Assume that
(i) $a_{i,j} \geq a > 0$, $j = 1, \ldots, i$, $i = 1, \ldots, n$,
(ii) $a_{i,i} \geq a_{i+1,i} \geq \cdots \geq a_{n,i}$, $i = 1, \ldots, n$,
and let
\begin{equation}
    a_{\min} = \min_{i=1,\ldots,n} \{a_{i,i}\},
\end{equation}
and $B_n = [b_{i,j}]$ be the inverse of the lower triangular matrix $A_n$. Then
\begin{equation}
    \|B_n\|_1 \leq \frac{1}{a_{\min}} + \frac{2}{a}.
\end{equation}

The result in (3) was first proven in the case of triangular Toeplitz matrices in [10] and improved to the following in [2].

**Theorem 1.2.** Suppose that the sequence $\{a_i\}_{i \geq 0}$ satisfies
\begin{equation}
    a_0 \geq a_1 \geq a_2 \geq \cdots a_n \geq a > 0,
\end{equation}
for some constant $a$ and all $n$ and
\begin{equation}
    C_n = \begin{bmatrix}
    a_0 & & \\
    a_1 & a_0 & \\
    & a_2 & a_1 & a_0 \\
    & & \ddots & \ddots & \ddots \\
    & & & a_n & \cdots & a_1 & a_0
    \end{bmatrix}.
\end{equation}

Then
\begin{equation}
    \|C^{-1}_n\|_1 \leq \frac{2}{a} \left(1 - \rho(a, a_0) \left\lceil \frac{a}{a_0} \right\rceil \right),
\end{equation}
where $\rho$ is the inverse ratio defined via
\begin{equation}
    \rho(x, y) = 1 - x/y,
\end{equation}
and, in particular
\begin{equation}
    \|C^{-1}_n\|_1 \leq \frac{2}{a},
\end{equation}
independent of $a_0$ and $n$. 

\begin{equation}
    \begin{pmatrix}
    a_{1,1} \\
    a_{2,1} & a_{2,2} \\
    a_{3,1} & a_{3,2} & a_{3,3} \\
    & \ddots & \ddots & \ddots \\
    a_{n,1} & \cdots & a_{n,n-1} & a_{n,n}
    \end{pmatrix}
\end{equation}

\begin{equation}
    \begin{array}{c}
    a_{1,1} \\
    a_{2,1} & a_{2,2} \\
    a_{3,1} & a_{3,2} & a_{3,3} \\
    & \ddots & \ddots & \ddots \\
    a_{n,1} & \cdots & a_{n,n-1} & a_{n,n}
    \end{array}
\end{equation}
Here, we extend Theorem 1.2 (to non-Toeplitz matrices) and refine Theorem 1.1 in the case of constant diagonal. In particular we will prove the following.

**Theorem 1.3.** Assume that the hypotheses of Theorem 1.1 are satisfied and in addition that

\[ a_{1,1} \leq a_{2,2} \leq \cdots \leq a_{n,n}. \]  

(9)

Then

\[ \|B_n\|_1 \leq \frac{2}{a} \left( \frac{a_{n,n}}{a_{1,1}} \right) \left( 1 - \frac{\rho(a, a_{n,n}) \left\lceil \frac{n}{2} \right\rceil + \rho(a, a_{n,n}) \left\lfloor \frac{n}{2} \right\rfloor}{2} \right). \]  

(10)

In particular, if

\[ a_{1,1} = a_{2,2} = \cdots = a_{n,n} = a^*, \]  

(11)

then

\[ \|B_n\|_1 \leq \frac{2}{a} \left( 1 - \frac{\rho(a, a^*) \left\lceil \frac{n}{2} \right\rceil + \rho(a, a^*) \left\lfloor \frac{n}{2} \right\rfloor}{2} \right) \]  

(12)

and hence

\[ \|B_n\|_1 < \frac{2}{a}, \]  

(13)

independent of \( a^* \).

Note that triangular matrices satisfying (11) arise in the study of linear groups (see for instance [8]) and are particularly important in the theory of matrix decompositions.

The inequality in (12) is in a sense best possible. In particular, for \( 0 < a < a^* \), set

\[ \mathcal{A}_n(a, a^*) = \{ A = [a_{i,j}]_{n \times n} \mid A \text{ satisfies (1), (i), (ii) and (11)} \}. \]  

(14)

We have the following theorem regarding optimality.

**Theorem 1.4.** For \( 0 < a < a^* \),

\[ \min_{A \in \mathcal{A}_n(a, a^*)} \|A^{-1}\|_1 = \frac{2}{a} \left( 1 - \frac{\rho(a, a^*) \left\lceil \frac{n}{2} \right\rceil + \rho(a, a^*) \left\lfloor \frac{n}{2} \right\rfloor}{2} \right). \]  

(15)

**Proof.** We need to show that the bound in (12) is attained. To that end, suppose \( a_{i,j} = a^* > 0 \) for \( i - j \in \{0, 1\} \) and \( a_{i,j} \equiv a \) otherwise. It is easy to verify in this case, that for \( 1 \leq j \leq i \leq n \),

\[ b_{i,j} = (-1)^{i-j} \frac{1}{a^*} \left( 1 - \frac{a}{a^*} \right)^{\left\lfloor \frac{i-j}{2} \right\rfloor}, \]  

(16)
and hence,

\[ \| A_n^{-1} \|_1 = \sum_{i=1}^{n} |b_{i,1}| \]

\[ = \sum_{i=1}^{n} \frac{1}{a^*} \left( 1 - \frac{a}{a^*} \right)^{\left\lfloor \frac{i-1}{2} \right\rfloor} = \sum_{i=0}^{n-1} \frac{1}{a^*} \left( 1 - \frac{a}{a^*} \right)^{\left\lfloor \frac{i}{2} \right\rfloor} \]

\[ = \frac{1}{a^*} \left( \sum_{i=0}^{\left\lfloor \frac{n}{2} \right\rfloor-1} \left( 1 - \frac{a}{a^*} \right)^i + \sum_{i=0}^{\left\lceil \frac{n}{2} \right\rceil-1} \left( 1 - \frac{a}{a^*} \right)^i \right) \]

\[ = \frac{2}{a} \left( 1 - \frac{\rho(a, a^*) \left\lceil \frac{n}{2} \right\rceil}{2} + \frac{\rho(a, a^*) \left\lfloor \frac{n}{2} \right\rfloor}{2} \right). \tag{17} \]

\[ \square \]

Note also that

\[ \inf_{A \in \bigcup_{n \geq 1} A_n(a, a^*)} \| A^{-1} \|_1 = 2/a. \tag{18} \]

The reader is referred to [1] for some discussion of bounds for inverses of matrices of the form in (1) when the condition of monotonicity within columns is replaced with that within rows.

2. Preliminaries and notation

In order to prove Theorem 1.3, consider the partial order on the set \( V_{b,a} \) of (arbitrary length) tuples \((a_1, a_2, \ldots, a_k)\) with

\[ b \geq a_1 > a_2 > \cdots > a_k = a \tag{19} \]

defined via

\[ \mathbf{v} \prec \mathbf{z} \text{ if } \mathbf{z} \text{ is a suffix of } \mathbf{v} \tag{20} \]

where \( \mathbf{z} = (z_1, z_2, \ldots, z_k) \) is a suffix of \( \mathbf{v} = (v_1, v_2, \ldots, v_m) \) if \( m > k \) and \( \mathbf{v} = (v_1, \ldots, v_{m-k}, z_1, z_2, \ldots, z_k) \). For convenience, if \( \mathbf{w} = (w_1, w_2, \ldots, w_r) \) we will write the \( r + k \)-tuple \((w_1, w_2, \ldots, w_r, z_1, z_2, \ldots, z_k)\) as \((\mathbf{w}; \mathbf{z})\). In addition, denote the length of \( \mathbf{v} \) by \( l(\mathbf{v}) = k \). The value \( v_1 \) will be referred to as the initial value of \( \mathbf{v} \).

For a triangular double sequence \( \{d_{i,j}\}_{j<i<n} \) satisfying \( 0 \leq d_{i,j} < 1 \) for \( j < i < n \) and

\[ \sum_{i=j+1}^{n} d_{i,j} \leq x < 1, \quad j = 1, 2, \ldots, n - 1 \tag{21} \]
define the function $D$ via
\[ D(v) = d_{v_1,v_{k-1}} \cdot d_{v_{k-1},v_{k-2}} \cdots d_{v_3,v_2} \cdot d_{v_2,v_1} \tag{22} \]
for $v = (v_1, v_2, \ldots, v_k)$.

Note that it follows directly from the definition of $D$, the inequality in (21) and the non-negativity of \{d_{i,j}\} that $D(v) < D(z)$ for $v < z$.

**Lemma 2.1.** Consider a set of tuples \{v_1, v_2, \ldots, v_k\}. If $v_i < z$ for $1 \leq i \leq k$ and $v_i \not< v_j$ for $i \neq j$ (i.e. \{v_1, v_2, \ldots, v_k\} forms an antichain that is bounded above by $z$) then
\[ D(z) \geq D(v_1) + D(v_2) + \cdots + D(v_k). \tag{23} \]

**Proof.** Let $z_2$ be the least upper bound for \{v_1, v_2, \ldots, v_k\}, i.e. $z_2 = \min\{w \preceq z : v_i \preceq w, 1 < i < k\}$. Clearly, $z_2 \preceq z$. We will show that
\[ \sum_{i=1}^{k} D(v_i) \leq D(z_2). \tag{24} \]

The result is immediate for $k = 1$. Hence suppose (24) holds for $1 \leq k < K$.

Now, suppose that there exists a $z_3 < z_2$ and a set $S \subset \{1, 2, \ldots, K\}$ such that $2 \leq ||S|| \leq K - 1$, $v_i < z_3$ if $i \in S$, and $v_i \not< z_3$, if $i \in S^c$.

then by induction, we have
\[ \sum_{i=1}^{K} D(v_i) \leq D(z_3) + \sum_{i \in S^c} D(v_i). \tag{25} \]

Considering the set \{z_3\} $\cup \{v_i : i \in S^c\}$ and applying induction again we have the inequality in (24).

Otherwise $v_i$ is of the form $v_i = (w_i; (t_i); z_3)$, $i = 1, 2, \ldots, k$, where $t_i \neq t_j$ for $l \neq j$ and $z_3 = (z_3,1, \ldots, z_3,k) \preceq z_2$. In this case, by (21),
\[ \sum_{i=1}^{K} D(v_i) \leq \sum_{i=1}^{K} D((t_i); z_3) = \sum_{i=1}^{K} d_{t_i,z_3,1} D(z_3) = D(z_3) \sum_{i=1}^{K} d_{t_i,z_3,1} \leq D(z_3) \tag{26} \]

and the proof is complete.

The following lemma will be crucial.

**Lemma 2.2.** For fixed $s \geq 1$, set $S_{i,s} = 0$ for $i < s$, $S_{s,s} = 1$ and for $s + 1 \leq m \leq n$, inductively,
\[ S_{m,s} = \sum_{i=s}^{m-1} d_{m,i} S_{i,s}. \tag{27} \]

Then, for $Q \subseteq \{s + 1, \ldots, n\}$, we have
\[ \sum_{i \in Q} S_{i,s} \leq x_s + x_s^2 + \cdots + x_s\|Q\|, \]  
where \( x_s = \max_{t=s}^{n-1} \sum_{i=t+1}^n d_{i,t} \).

**Proof.** Note that it follows from straightforward induction that for \( m > s \),
\[ S_{m,s} = \sum_{v=(m,\ldots,s) \in V_{m,s}} D(v). \]  
(29)

Note that in (29), the summation is over all tuples \( v = (v_1, v_2, \ldots, v_l(v)) \) with 
\[ m = v_1 > v_2 > \cdots > v_l(v) = s. \]  
(30)

Now, define
\[ L_{m,s}^k = \sum_{v \in V_{m,s} \atop l(v) = k+1} D(v) \]  
(31)

We will show inductively that
\[ L_{m,s}^k \leq x_s^k. \]  
(32)

First note that by (21) and the definition of \( x_s \),
\[ L_{m,s}^1 = d_{s+1,s} + d_{s+2,s} + d_{s+3,s} + \cdots + d_{m,s} \leq x_s. \]  
(33)

Thus assume that (32) is true for \( k < K \). Then, since \( x_1 \geq x_2 \geq \cdots \geq x_n \),
\[ L_{m,s}^K = \sum_{i=s+1}^m d_{i,s} L_{m,i}^{K-1} \leq \sum_{i=s+1}^m d_{i,s} x_i^{K-1} \leq x_s^{K-1} \sum_{i=s+1}^m d_{i,s} \leq x_s^K. \]  
(34)

Now, define the sets
\[ R_1 = \{ v \in V_{m,s} \mid 2 \leq l(v) \leq \|Q\| + 1 \} \]  
(35)
and
\[ R_2 = \{ v \in V_{m,s} \mid v = (i,\ldots,s), \ i \in Q \} \]  
(36)
and consider the quantity
\[ H_Q = \sum_{k=1}^{\|Q\|} L_{m,s}^k - \sum_{i \in Q} S_{i,s} \]  
(37)
\[ = \sum_{v \in R_1} D(v) - \sum_{v \in R_2} D(v). \]  
(38)

We will prove that for all sets \( Q \), \( H_Q \geq 0 \). The result will then follow from (38) and the inequality in (32).

We define the following scheme for matching elements \( z \) in \( R_1 \) with (possibly empty) subsets \( S(z) \) of \( R_2 \) such that \( D(z) > \sum_{v \in S(z)} D(v) \) and \( \{S(z) \mid z \in R_1 \} \) is a partition of \( R_2 \). In particular for \( 2 \leq t \leq n \), set
\[ J_t = \{ v \in R_1 : l(v) = t \}, \]  
(39)
and recursively in $t \geq 2$, for $z \in J_t$ let
\[ S(z) = \{ v \in R_2 | v \text{ is a maximal element in the set } W(z) \}. \] (40)

where
\[ W(z) = \{ w \in R_2 | w \preceq z \text{ and } w \notin \bigcup_{v \in z} S(v) \}. \] (41)

Here, again, the maximality in (40) is with respect to the given partial order on $V_{m,s}$.

Now, fix $z \in J_t$ for some $2 \leq t \leq n$ and suppose $\{ v_1, v_2 \} \subset S(z)$ with $v_1 \not= v_2$. The fact that $v_1 \not\succ v_2$ and $v_2 \not\succ v_1$ follows from the maximality in (40). We then have that Lemma 2.1 is applicable and
\[ D(z) \geq \sum_{v \in S(z)} D(v), \] (42)
as required. In addition, by the definition of $W$ we have that the sets $S(z), z \in R_1$ are pairwise disjoint. To see that $R_2 \subset \bigcup_{z \in R_1} S(z)$, first suppose $v \in R_2$.

Let $K_v$ be a maximal chain in $V_{m,s}$ such that $v \in K_v$ and set $T_1 = K_v \cap R_1 = \{ z_1, z_2, \ldots, z_r \}$ and $T_2 = K_v \cap R_2 = \{ v_1, v_2, \ldots, v_q \}$, where $v_1 \succ v_2 \succ \cdots \succ v_q$ and $z_1 \succ z_2 \succ \cdots \succ z_r$. Note that $\| T_1 \| = \| Q \|$ and $\| T_2 \| \leq \| Q \|$ (since the only possible initial values for tuples are those in $Q$) and by (40), $v_i \in S(z_i)$ for $1 \leq i \leq r$ and in particular $v \in \bigcup_{z \in R_1} S(z)$. Since $\bigcup_{z \in R_1} S(z) \subset R_2$ by (40), the result is proven. \hfill \Box

3. Proof of the main theorem

In this section we prove Theorem 1.3.

First note that the lower triangular matrix $B_n = [b_{i,j}] = A_n^{-1}$ satisfies $b_{s,s} = 1/a_{s,s}$ and
\[ b_{m,s} = \sum_{j=s}^{m-1} \alpha_{m,j} b_{j,s}, \] (43)
for $1 \leq s < m \leq n$, where $\alpha_{m,j} = (a_{m,j}/a_{m,m})$ for $1 \leq j \leq m \leq n$ (see for instance [1]).

Define $h_{i,j} = a_{j,i} b_{i,j}$ for $1 \leq j \leq i \leq n$, so that $h_{s,s} = 1$ and for $1 \leq s < m \leq n$,
\[ h_{m,s} = \sum_{j=s}^{m-1} \alpha_{m,j} h_{j,s}. \] (44)

We have the following lemma (contrast with Equation (2.3) in [11]).

Lemma 3.1. Suppose that $[a_{i,j}]$ satisfies the hypotheses of Theorem 1.3. Then
\[ h_{i,j} = S_{i,j} - S_{i,j+1}, \] (45)
for $1 \leq j \leq i \leq n$, where $\{S_{i,j}\}$ is as in (27) for the nonnegative double sequence $\{d_{i,j}\}$ defined via
\[
d_{m,j} = \alpha_{m-1,j} - \alpha_{m,j},
\]
for $1 \leq j < m \leq n$. In addition, (21) is satisfied with
\[
x_s = \max_{t=s,\ldots,n-1} \sum_{i=t+1}^{n} d_{i,t} \leq 1 - \frac{a}{a_n} = x.
\]

**Proof.** First, note that by (46), (ii) and (9)
\[
d_{m,j} = \alpha_{m-1,j} - \alpha_{m,j} = \frac{a_{m-1,j}}{a_{m,m-1}} - \frac{a_{m,j}}{a_{m,m}} \geq 0,
\]
and
\[
\sum_{m=j+1}^{n} d_{m,j} = \alpha_{j,j} - \alpha_{n,j} = 1 - \frac{a_{n,j}}{a_{n,n}} \leq 1 - \frac{a}{a_n} < 1.
\]
In addition, for $s + 2 \leq m \leq n$, $s = 1, 2, \ldots, n$,
\[
h_{m,s} - h_{m-1,s} = \sum_{j=s}^{m-1} -\alpha_{m,j}h_{j,s} + \sum_{j=s}^{m-2} \alpha_{m-1,j}h_{j,s}
\]
\[
= \sum_{j=s}^{m-2} (\alpha_{m-1,j} - \alpha_{m,j})h_{j,s} - \alpha_{m,m-1}h_{m,m-1},
\]
and hence since $d_{m,m-1} = \alpha_{m-1,m-1} - \alpha_{m,m-1} = 1 - \alpha_{m,m-1}$,
\[
h_{m,s} = \sum_{j=s}^{m-2} d_{m,j}h_{j,s} + (1 - \alpha_{m,m-1})h_{m,m-1} = \sum_{j=s}^{m-1} d_{m,j}h_{j,s}.
\]
In addition,
\[
S_{m,s} - S_{m,s+1} = \sum_{i=s}^{m-1} d_{m,i}S_{i,s} - \sum_{i=s+1}^{m-1} d_{m,i}S_{i,s+1}
\]
\[
= d_{m,s}S_{s,s} + \sum_{i=s+1}^{m-1} d_{m,i}(S_{i,s} - S_{i,s+1})
\]
\[
= d_{m,s}(S_{s,s} - S_{s,s+1}) + \sum_{i=s+1}^{m-1} d_{m,i}(S_{i,s} - S_{i,s+1})
\]
\[
= \sum_{i=s}^{m-1} d_{m,i}(S_{i,s} - S_{i,s+1}),
\]
since $S_{s,s+1} = 0$. 

Comparing (51) and (52) and noting that \( h_{s,s} = 1 = S_{s,s} - S_{s,s+1} \) and \( h_{s+1,s} = -\alpha_{s+1,s} = (1 - \alpha_{s+1,s}) - 1 = d_{s+1,s} S_{s,s} - 1 = S_{s+1,s} - S_{s+1,s+1} \), the result follows. \( \square \)

We are now in a position to prove Theorem 1.3.

**Proof of Theorem 1.3.** Employing Lemma 3.1 and the definition of \( \{h_{i,j}\} \), we have

\[
\|A_n^{-1}\|_1 = \|B_n\|_1 = \max_{1 \leq j \leq n} \sum_{i=j}^n |b_{i,j}| = \max_{1 \leq j \leq n} \sum_{i=j}^n \left| \frac{1}{a_{i,j}} (S_{i,j} - S_{i,j+1}) \right|. \tag{53}
\]

Now, fix \( 1 \leq j \leq n \). We have, by the nonnegativity of \( \{S_{i,j}\} \), that

\[
\sum_{i=j}^n |S_{i,j} - S_{i,j+1}| = |S_{j,j} - S_{j,j+1}| + |S_{j+1,j} - S_{j+1,j+1}| + \sum_{i \in Q_1} (S_{i,j} - S_{i,j+1}) + \sum_{i \in Q_1^c} (S_{i,j+1} - S_{i,j}) \leq |S_{j,j} - S_{j,j+1}| + |S_{j+1,j} - S_{j+1,j+1}| + \sum_{i \in Q_1} S_{i,j} + \sum_{i \in Q_1^c} S_{i,j+1}, \tag{54}
\]

where \( Q_1 = \{j + 2 \leq i \leq n | S_{i,j} > S_{i,j+1}\} \).

Noting that \( S_{j,j} = 1, S_{j,j+1} = 0, S_{j+1,j} = d_{j+1,j} < 1 \) and \( S_{j+1,j+1} = 1 \), we have from (54) that

\[
\sum_{i=j}^n |S_{i,j} - S_{i,j+1}| \leq 2 + \sum_{i \in Q_1} S_{i,j} + \sum_{i \in Q_1^c} S_{i,j+1}. \tag{55}
\]

Letting \( y = \|Q_1\| \leq n - j - 1 \), recalling \( x_j \leq 1 - a/a_{n,n} = x < 1 \) and employing Lemma 2.2 gives

\[
\sum_{i=j}^n |S_{i,j} - S_{i,j+1}| \leq (1 + x + \cdots + x^y) + (1 + x + \cdots + x^{n-j-1-y}) \leq \frac{1 - x^{y+1}}{1 - x} + \frac{1 - x^{n-(y+1)}}{1 - x} \leq \frac{2 - (x^{y+1} + x^{n-(y+1)})}{1 - x}. \tag{56}
\]
By the convexity of the function $f$ defined via $f(t) = x^t$, we have that $x^{y+1} + x^{n-(y+1)} \geq x^{\lceil n/2 \rceil} + x^{\lfloor n/2 \rfloor}$. Thus, returning to (53), we obtain

$$\|A_n^{-1}\|_1 \leq \frac{2}{\min_i \{a_{i,i}\}} \frac{1 - x^{\lceil n/2 \rceil} + x^{\lfloor n/2 \rfloor}}{1 - x}$$

$$= \frac{2}{a_{1,1}} \left( 1 - \frac{(1-a/a_{n,n})\lceil \frac{n}{2} \rceil + (1-a/a_{n,n})\lfloor \frac{n}{2} \rfloor}{a/a_{n,n}} \right).$$

(57)

In the case when $a_{i,i} = a^*$ for all $i$, (57) gives

$$\|A_n^{-1}\|_1 \leq \frac{2}{a} \left( 1 - \frac{(1-a/a^*)\lceil \frac{n}{2} \rceil + (1-a/a^*)\lfloor \frac{n}{2} \rfloor}{2} \right),$$

(58)

as required. □
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1. Introduction

This note provides a new bound for 1–norms of positive triangular matrices with monotonic column entries. The main theorem refines a recent inequality of Vecchio and Mallik [11]. We refer the reader to Vecchio [10] and Vecchio and Mallik [11] (and the references therein) for discussion of applications particularly those to stability analysis of linear methods for solving Volterra integral equations. Other references on the topic include [4]–[7] and [9].

The matrices of interest here are \(n \times n\) truncations of infinite lower triangular (real) matrices, i.e.

\[
A_n = \begin{bmatrix}
a_{1,1} & & \\
a_{2,1} & a_{2,2} & \\
a_{3,1} & a_{3,2} & a_{3,3} & \\
& & & & \ddots & \\
& & & & & a_{n,1} & \cdots & a_{n,n-1} & a_{n,n} \\
\end{bmatrix}.
\] (1)

The following result was proven in [11].

\textbf{Theorem 1.1:} Assume that

(i) \(a_{i,j} \geq a > 0, \quad j = 1, \ldots, n, \quad i = j, \ldots, n,\)

\ast Corresponding author. Email: berenhks@wfu.edu
(ii) \( a_{j,j} \geq a_{j+1,j} \geq \cdots \geq a_{n,j}, \quad j = 1, \ldots, n, \)
and let
\[
a_{\min} = \min_{i=1, \ldots, n} \{a_{i,i}\},
\]
(2)
and \( B_n = [b_{i,j}] \) be the inverse of the lower triangular matrix \( A_n \). Then
\[
\|B_n\|_1 \leq \frac{1}{a_{\min}} + \frac{2}{a}.
\]
(3)

The result in (3) was first proven in the case of triangular Toeplitz matrices in [10] and improved, in this case, to the following in [3].

**Theorem 1.2:** Suppose that the sequence \( \{a_i\}_{i \geq 0} \) satisfies
\[
a_0 \geq a_1 \geq a_2 \geq \cdots \geq a_n \geq a > 0,
\]
(4)
for some constant \( a \) and all \( n \) and
\[
C_n = \begin{bmatrix}
a_0 & a_1 & a_0 & \cdots & a_n \\
a_1 & a_0 & a_1 & \cdots & a_0 \\
a_2 & a_1 & a_1 & \cdots & a_0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_n & \cdots & a_1 & a_0
\end{bmatrix}.
\]
(5)
Then
\[
\|C_n^{-1}\|_1 \leq \frac{2}{a} \left( 1 - \rho(a, a_0) \left[ \frac{n}{2} \right] \right)
\]
(6)
where \( \rho \) is the inverse ratio defined via
\[
\rho(x, y) = 1 - x/y,
\]
(7)
and, in particular
\[
\|C_n^{-1}\|_1 \leq \frac{2}{a},
\]
(8)
independent of \( a_0 \) and \( n \).

The following result was recently proven in [2]. The theorem extends Theorem 1.2 (to non-Toeplitz matrices) and refines Theorem 1.1 in the case of constant diagonal.

**Theorem 1.3:** Assume that the hypotheses of Theorem 1.1 are satisfied and in addition that
\[
a_{1,1} \leq a_{2,2} \leq \cdots \leq a_{n,n}.
\]
(9)
Then
\[ \|B_n\|_1 \leq \frac{2}{a} \left( \frac{a_{n,n}}{a_{1,1}} \right) \left( 1 - \frac{\rho(a, a_{n,n})\left(\frac{n}{2}\right) + \rho(a, a_{n,n})\left(\frac{n}{2}\right)}{2} \right). \]  

(10)

In particular, if
\[ a_{1,1} = a_{2,2} = \cdots = a_{n,n} = a^*, \]

then
\[ \|B_n\|_1 \leq \frac{2}{a} \left( 1 - \frac{\rho(a, a^*)\left(\frac{n}{2}\right) + \rho(a, a^*)\left(\frac{n}{2}\right)}{2} \right) \]

(12)

and hence
\[ \|B_n\|_1 < \frac{2}{a}, \]

(13)

independent of \(a^*\).

Note that triangular matrices satisfying (11) arise in the study of linear groups (see for instance [8]) and are particularly important in the theory of matrix decompositions.

Motivated by the above results, here we will improve on Theorem 1.1 by showing that the term \(1/a_{\min}\) in (3) is not needed and in addition that the new bound is in a sense best possible. In particular we will prove the following.

**Theorem 1.4:** Assume that the hypotheses of Theorem 1.1 are satisfied. Then
\[ \|B_n\|_1 \leq \frac{2}{a}. \]

(14)

In fact, setting
\[ A_n(a) = \{ A = [a_{i,j}]_{n \times n} \mid A \text{ satisfies (1), (i) and (ii)} \}, \]

(15)

we have
\[ \sup_{A \in \bigcup_{n \geq 1} A_n(a)} \|A^{-1}\|_1 = 2/a. \]

(16)

The reader is referred to [1] for some discussion of bounds for inverses of matrices of the form in (1) when the condition of monotonicity within columns is replaced with that within rows.
2. Preliminaries and notation

In order to prove Theorem 1.4 we will need several results mentioned in [11]; for completeness we will prove the necessary preliminaries here.

First, define the sequence \( \{U_{i,j}\} \) via
\[
U_{i,j} = \begin{cases} 
0 & \text{if } j > i \\
\frac{1}{a_{j,j}} & \text{if } j = i \\
\frac{1}{a_{i,i}} - \sum_{l=j}^{i-1} \frac{a_{i,l}}{a_{l,l}} U_{l,j} & \text{if } i > j
\end{cases}
\] (17)
Note that for \( i \geq j \), \( U_{i,j} = u_{j,i} \), where \([u_{i,j}]\) is the fundamental matrix as defined in Equation (2.10) in [11].

We have the following (see also Theorem 2.1 in [11]).

Lemma 2.1: Under the assumptions of Theorem 1.1,
\[
U_{m,j} \geq 0,
\] (18)
for all \( m, j \geq 1 \).

**Proof.** For fixed \( j \geq 1 \), we have \( U_{j,j} = 1/a_{j,j} > 0 \). Thus assume the result holds for \( m = j, \ldots, i - 1 \), for some \( i \geq j + 1 \). Then, by Assumption (ii), the induction hypothesis, and the definition in (17),
\[
U_{i,j} = \frac{1}{a_{i,i}} \left( 1 - \sum_{l=j}^{i-1} a_{i,l} U_{l,j} \right) \geq \frac{1}{a_{i,i}} \left( 1 - \sum_{l=j}^{i-1} a_{i-1,l} U_{l,j} \right)
\]
\[
\geq \frac{a_{i-1,i-1}}{a_{i,i}} \left( \frac{1}{a_{i-1,i-1}} - \sum_{l=j}^{i-2} \frac{a_{i-1,l}}{a_{l,l}} U_{l,j} - U_{i-1,j} \right) = 0.
\] (19)
and the result follows. \( \blacksquare \)

Note that in the line corresponding to (19) in the proof of Theorem 2.1 in [11] there is a missing negative sign.

Now, note that the lower triangular matrix \( B_n = [b_{i,j}] = A_n^{-1} \) satisfies \( b_{j,j} = 1/a_{j,j} \) and for \( 1 \leq j < i \leq n \),
\[
b_{i,j} = \sum_{l=j}^{i-1} \frac{a_{i,l}}{a_{i,i}} b_{l,j},
\] (20)
(see for instance [1]).

The next lemma is essentially a restatement of Equation (2.13) in [11].

Lemma 2.2: For all \( 1 \leq j \leq i \leq n \),
\[
b_{i,j} = U_{i,j} - U_{i,j+1}.
\] (21)

**Proof.** For fixed \( j \geq 1 \), we have \( U_{j,j} - U_{j,j+1} = U_{j,j} = 1/a_{j,j} \) and for \( i > j \),
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\[ U_{i,j} - U_{i,j+1} = \frac{1}{a_{i,i}} - \sum_{l=j}^{i-1} \frac{a_{i,l}}{a_{i,i}} U_{l,j} - \left( \frac{1}{a_{i,i}} - \sum_{l=j+1}^{i-1} \frac{a_{i,l}}{a_{i,i}} U_{l,j+1} \right) \]

\[ = \sum_{l=j}^{i-1} \frac{a_{i,l}}{a_{i,i}} (U_{l,j} - U_{l,j+1}) \quad (22) \]

The last equality in (22) follows since \( U_{j,j+1} = 0 \) (contrast with the definition of \( u_{j,j+1} \) in [11]).

The result follows upon comparing (20) and (22).

3. Proof of the main theorem

We are now in a position to prove Theorem 1.4 (contrast the proof below with that of Theorem 2.3 in [11]).

**Proof of Theorem 1.4.** First note that by employing the definition in (22), (i), (ii) and Lemma 2.1, we have

\[ U_{j,j} \leq \frac{a_{j+1,j+1}}{a_j} \left( \frac{a_{j+1,j}}{a_{j+1,j+1}} U_{j,j} \right) = \frac{a_{j+1,j+1}}{a_j} \left( \frac{1}{a_{j+1,j+1}} - U_{j+1,j} \right) \leq \frac{1}{a}, \quad (23) \]

Similarly

\[ U_{j,j} + U_{j+1,j} \leq \frac{a_{j+2,j+2}}{a_j} \left( \frac{a_{j+2,j}}{a_{j+2,j+2}} U_{j,j} + \frac{a_{j+2,j+1}}{a_{j+2,j}} U_{j+1,j} \right) \]

\[ = \frac{a_{j+2,j+2}}{a_j} \left( \frac{1}{a_{j+2,j}} - U_{j+2,j} \right) \leq \frac{1}{a}, \quad (24) \]

and in general for \( m \geq j \),

\[ \sum_{i=j}^{m} U_{i,j} \leq \frac{a_{m+1,m+1}}{a_m} \left( \sum_{i=j}^{m} \frac{a_{m+1,l}}{a_{m+1,m+1}} U_{l,j} \right) \]

\[ = \frac{a_{m+1,m+1}}{a_m} \left( \frac{1}{a_{m+1,m+1}} - U_{m+1,j} \right) \leq \frac{1}{a}. \quad (25) \]

Employing Lemma 2.2, we have

\[ \|B_n\| = \max_{j=1, \ldots, n} \sum_{i=j}^{n} |b_{i,j}| = \max_{j=1, \ldots, n} \sum_{i=j}^{n} |U_{i,j} - U_{i,j+1}| \]

\[ \leq \max_{j=1, \ldots, n} \left( \sum_{i=j}^{n} U_{i,j} + \sum_{i=j}^{n} U_{i,j+1} \right). \quad (26) \]

Now, noting that \( U_{j,j+1} = 0 \), (25) gives
The bound in (14) then follows upon applying (27) in (26).

Considering the apparent looseness in the inequality in (26), it is perhaps surprising that for large $n$, (14) is in fact optimal. In order to prove (16) we need to show that, in the limit, the bound in (14) is attained. To that end, suppose $a_{i,j} = a^* > 0$ for $i - j \in \{0, 1\}$ and $a_{i,j} \equiv a$ otherwise. It is easy to verify in this case, that for $1 \leq j \leq i \leq n$,

$$b_{i,j} = (-1)^{i-j} \frac{1}{a^*} \left(1 - \frac{a}{a^*}\right) \left\lfloor \frac{i-j}{2} \right\rfloor,$$

and hence,

$$\|A_n^{-1}\|_1 = \sum_{i=1}^{n} |b_{i,1}|$$

$$= \sum_{i=1}^{n} \frac{1}{a^*} \left(1 - \frac{a}{a^*}\right) \left\lfloor \frac{i-j}{2} \right\rfloor = \sum_{i=0}^{n-1} \frac{1}{a^*} \left(1 - \frac{a}{a^*}\right) \left\lfloor \frac{i}{2} \right\rfloor$$

$$= \frac{1}{a^*} \left( \sum_{i=0}^{\left\lfloor \frac{n}{2} \right\rfloor - 1} \left(1 - \frac{a}{a^*}\right)^i + \sum_{i=0}^{\left\lfloor \frac{n}{2} \right\rfloor - 1} \left(1 - \frac{a}{a^*}\right)^i \right)$$

$$= \frac{2}{a} \left( 1 - \rho(a, a^*) \frac{\left\lfloor \frac{n}{2} \right\rfloor}{2} + \rho(a, a^*) \frac{\left\lfloor \frac{n}{2} \right\rfloor}{2} \right).$$

The result follows upon letting $n$ tend to infinity in (29).  
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Chapter 5: Conclusion and Future Research

This thesis has examined solutions to difference equations of convolution type and their related applications in matrix analysis, and has developed some reasonably broad results. We used local properties of \( \{b_n\} \) to extend work of Elaydi which had considered \( \{b_n\} \) only in the limit. But as demonstrated in Example 1 of Chapter 2, local consideration of \( \{b_n\} \) is absolutely crucial if we wish to have any real understanding of the sequence’s impact on \( \{x_n\} \).

It should be noted that all our results use a specific local property of \( \{b_n\} \), namely monotonicity. Considering this, it would be a logical next step to extend our consideration to sequences of monotone type, including quasi-monotone sequences. There are often ready extensions of monotone results in the study of quasi-monotone sequences, but it remains to be seen if our techniques would find traction. Looking beyond quasi-monotone sequences, any family of sequences in which local behavior is governed by a global restriction presents an opportunity for further investigation.

Of course, future developments in any of these cases may be used to consider bounds on matrices. At present, working from the foundation of difference equations seems to be an effective means of obtaining bounds for matrix inverses.
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